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Abstract We applied a multivariate analysis method to time-domain (TD) data obtained in
terahertz (THz) reflectometry for predicting the thickness of a single-layered paint film
deposited on a metal substrate. For prediction purposes, we built a calibration model from
TD-THz waveforms obtained from films of different thicknesses but the same kind. Because
each TD-THz wave is approximate by the superposition of two echo pulses (one is reflected
from the air–film boundary and the other from the film–substrate boundary), a difference in
thickness gives a relative peak shift in time in the two echo pulses. Then, we predicted
unknown thicknesses of the paint films by using the calibration model. Although any
multivariate analysis method can be used, we proposed employing a modified partial-
least-squares-1 (PLS1) method because it gives a superior calibration model in principle.
The prediction procedure worked well for a moderately thin film (typically, several to
several tens of micrometers) rather than a thicker one.

Keywords Terahertz . Reflectometry . Partial least squares . Paint film . Thickness

1 Introduction

Recently, terahertz (THz) electromagnetic radiation, covering the frequency range of around
0.1–10 THz, has been used for determining the thickness of a thin coating. The major reason
for employing THz radiation in this application is that many coating materials are transpar-
ent in the THz frequency region but not in the visible and/or the mid-infrared wavelength
regions. Another reason is based on safety considerations: x-ray transmission, for example,
carries the risk of causing problems for human health. Although many promising
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applications of THz techniques have been proposed [1–4], one of the most practical
applications in industry is to determine the thicknesses of paint films deposited on metal
surfaces, such as car bodies and other objects [5–10], where a simple time-of-flight mea-
surement technique in THz reflectometry is employed.

In this field, a crucial requirement is to lower the detection limit of the thickness
measurement. To achieve this, various efforts has been made, for example, reducing the
width of the radiated THz pulses [11], introducing numerical deconvolution techniques in
data processing [5], and using a practical parameter-fitting procedure [12]. Although such
techniques work well to some extent, it is still difficult to achieve a detection limit less than
several tens of μm. The reason is that the two echo pulses (one is reflected from the air–film
boundary and the other from the film–substrate boundary) obtainable from THz reflectom-
etry are temporally overlapped with each other by an amount that is too large to allow them
to be resolved. This difficulty is described in detail in the next section. If the sample is
sandwiched between two high-refractive-index media, the frequency dip due to Fabry–Perot
oscillations could be utilized, and this might allow a simpler approach to measure the
thickness, as pointed out by Koch et al. [13].

In the present paper, we propose a completely different approach for solving the problem:
we introduce a multivariate analysis technique in THz reflectometry. First, we gather a series
of THz waveforms from many paint films whose thicknesses are known in advance and
distributed in a wide range. From these waveforms, we build a calibration model, which is
sometimes referred as a multivariate calibration (or working) curve. Then, by measuring the
THz waveforms of samples whose thicknesses are unknown, we predict their thickness
values by using the calibration model (or curve). In this scheme, the thickness of the paint
film is a dependent variable (or objective variable), and discretized times in the TD-THz
waveform become independent variables (or explanatory variables). Although various
multivariate analysis methods are available, here we propose the use of a modified partial-
least-squares-1 (PLS1) method because of the superiority of the calibration model
constructed. One of the aims of the present paper is to show the superiority of the modified
PLS1 method over the other methods when applied to THz reflectometry data.

As mentioned above, another point we emphasize in the present paper is that the
thickness of the paint film is set as the dependent variable. The thickness is correlated
directly with the time shift of the peak position of the two echo pulses. Therefore, informa-
tion obtainable from the abscissa axis in the TD-THz waveform is set as the dependent
variable. Such a setting is in contrast with the conventional multivariate-analysis approach
used in spectroscopy. For example, in spectrochemical analysis, the concentration of the
sample, which is related to the height of the peak (or the depth of the dip) in the spectrum, is
set as the dependent variable, and information obtainable from the ordinate axis becomes the
dependent variable. The reason why the prediction procedure in the proposed scheme works
well in spite of the “unusual” setting is that the amount of the peak shift is approximately
(inversely) proportional to the change in height of the overlapped area of the two echo
pulses. Therefore, although it depends on the signal-to-noise ratio in the measurements, the
prediction procedure works well only when the two echo pulses are overlapped by a
moderate amount; without overlapping, it is obvious that the proposed scheme cannot work.
As a result, the prediction procedure can be carried out more successfully for a moderately
thin film rather than a thicker one.

One would think that adoption of such a setting or a scheme is obvious, but so far, we
have not been able to find such a scheme in the literature, especially in the field of THz
reflectometry. In the present paper, we focus on the application of this modified PLS1
method and show some numerical simulations and experimental results.
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2 Principle of Operation

2.1 THz Reflectometry

Figure 1 shows the principle of measuring the thickness of the paint film on the metal
substrate in THz reflectometry. As shown in Fig. 1(a), the THz pulse, Ein(t), is incident on
the surface of the single-layered paint film on the substrate with an incident angle θ = 0º,
where E represents the electric field, and t time. The thickness and the group refractive index
of the paint film are d and ng, respectively. Then, as shown in Fig. 1(b), two THz echo
pulses, E1st(t) and E2nd(t), reflected from the air–film boundary and the film–substrate
boundary are superimposed on each other with a relative time delay of Δt = t1 - t0 because
of the discontinuity of ng. The synthesized waveform is therefore expressed by E1st(t) +
E2nd(t). The time delay, or difference, between the two echo pulses is given by Δt = 2ngd/c.
Hence, if we know the value of ng, we can determine the geometric thickness d by measuring
Δt. When Δt is large in comparison with the pulse width of the THz waveform, we can
determine d easily. However, when d becomes small, precise measurement of Δt becomes
difficult because of overlapping of the two pulses. In order to solve this difficulty, we
employ the multivariate analysis method. In the multivariate analysis method, all uncertain
factors, such as noise, multiple reflections (even if they occur), and changes in the physical
and chemical conditions of the sample, are somehow modeled as the calibration curve,
although such factors might degrade the quality of the calibration model. In this sense, the
prediction ability or limitation of the method is finally determined by the goodness of the
calibration model. Therefore, extension of the technique to the thickness measurement of a
multilayered paint film is not difficult.

2.2 Modified PLS1 Method

Multivariate analysis methods can be classified into three categories: multiple linear regres-
sion (MLR), principal component regression (PCR), and partial least-squares (PLS).
Furthermore, the PLS method can be divided into two sub-methods: the PLS1 method and
the PLS2 method [14]. The difference between the PLS1 and PLS2 methods is the number
of dependent (objective) variables: in the PLS1 method, one dependent variable is predicted,
whereas in the PLS2 method, multiple variables are predicted at a time. Because the details
of multivariate analysis methods have been described elsewhere [14–19], only a brief
explanation is given here. The aim of the present paper is to propose a suitable scheme
and to show some experimental results.

We propose the use of a PLS method. The reason is that the PLS method is free from the
collinear problem suffered by the conventional MLR method [14]. In addition, the quality of

Fig. 1 (a) Principle of THz reflectometry and (b) the corresponding THz waveforms
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the calibration model built by the PLS method is superior to that constructed by the PCR
method. In particular, we use the PLS1 method, which targets one dependent variable,
because it is suited for application to spectral datasets [15]. Furthermore, we introduce two
techniques into the PLS1 method. One is called the uninformative-variable-elimination
(UVE) technique [16], and the other is the uninformative-sample-elimination (USE) tech-
nique [17]. UVE is a procedure by which independent variables (discretized times) that
cannot contribute to the calibration model are eliminated, and only those that can contribute
are retained [18]. USE is a procedure by which calibration sample data (TD-THz waveforms
themselves) that cannot contribute to the model are eliminated [19]. The word
“uninformative” means “not relevant to building the calibration model”. The reason for
introducing these two techniques in the PLS1 method is to build a calibration model that is
more robust against noise than a model that does not use these techniques [20]. We call the
PLS1 method combined with the two techniques the “modified version of the PLS1
method”. We tried two versions: UVE-PLS1 (a combination of UVE and the PLS1 method)
and UVE-USE-PLS1 (a combination of UVE, USE, and the PLS1 method). In the UVE-
PLS1 method, the UVE procedure is carried out before applying the PLS1 method.
Similarly, in the UVE-USE-PLS1 method, the UVE and USE procedures are carried out
before applying the PLS1 method. In the present paper, we show the results of comparing
PLS1, UVE-PLS1, and UVE-USE-PLS1.

2.3 RMSEP Criterion

For the purpose of conducting a quantitative comparison of the three calibration models, we
used a criterion known as the root-mean-square error of prediction (RMSEP), which is
defined as [14, 15]

RMSEP ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i¼1

N ⌢
di−di

� �2

N

vuuut
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i¼1

N

Δdij j2

N

vuuut
; ð1Þ

where N is the total number of calibration datasets (the total number of TD-THz waveforms
or the total number of paint films whose thicknesses are known in advance), and di is the
reference value of the i-th dependent variable (thickness of the i-th paint film). We measured
the reference values with an eddy-current thickness meter (Coating Thickness Tester LZ-
300C, Kett Electric Laboratory) and/or from microscope observations. di is the i-th predict-
ed thickness value obtained by using the calibration model built from N-1 calibration
datasets, except for the i-th one. Therefore, Δdi ¼ di−dij j gives an absolute value
of the prediction error for the i-th sample. This prediction procedure is repeatedN times from i =
1 to N. The RMSEP value obtained from such a “leave-one-out” procedure gives a
sort of standard deviation in prediction and can be used as a measure of the goodness
of the calibration model. The smaller the RMSEP value, the better the calibration
model obtained.

The UVE procedure was carried out by adding random noise to the calibration dataset as
independent variables. The number of noise variables was made equal to that of the original
independent ones. Then, in the course of the conventional PLS1 procedure, based on the
RMSEP criterion, we identified the independent variables that contributed to the model more
rather than the noise ones. The USE procedure was carried out by judging the prediction
error: the sample data that gave large prediction errors were eliminated in the course of the
USE-PLS1 procedure [15–18].
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3 Numerical Simulations

3.1 Highly-Overlapped Gaussian Waveforms

First, we have to verify whether the proposed scheme worked well. Specifically, we have to
confirm whether the abscissa information could be extracted successfully from highly
overlapped waveforms by using the PLS1 method. To this end, we carried out numerical
simulations first by using a simple Gaussian waveform:

f xð Þ ¼ Aexp −
x−pð Þ2
2σ2

( )
; ð2Þ

where A is the peak height, p the peak position, and σ the standard deviation. The numerical
simulation using a “slightly complicated” synthesized THz waveform is presented in the
next section.

We prepared two datasets. One consisted of fifteen waveforms (N = 15), as shown in the
upper part of Fig. 2(a), where p was varied from 730 to 870 with a step interval of 15 for
fixed values A = 10 and σ = 80. The total number of data points was M = 1,600. Then, we
superimposed uniformly distributed noise having an amplitude of 1.0 % with respect to the
peak value of each waveform. The other dataset is shown in the upper part of Fig. 2(b),
which is the same as Fig. 2(a) except that the peak height Awas varied from A = 10 to 2/3 in
steps of 2/3.

The results of applying the PLS1, UVE-PLS1, and USE-UVE-PLS1 methods to the
dataset shown in Fig. 2(a) are summarized in Table 1(a), where bpi is the predicted value of
the peak position of the i-th sample. The number of retained independent informative
variables used to build each calibration model is also shown in Table 1(a) and is depicted

Fig. 2 (a) Calibration dataset (N = 15 and M = 1,600), in which each waveform was a single Gaussian
waveform, where the peak position p was varied from 730 to 870 with a step of 10 for fixed values of A = 10
and σ = 80. Uniformly distributed noise with amplitude of 1.0 % with respect to the peak value was
superimposed on each waveform. The lower part of the figure shows informative independent variables as
level one and uninformative ones as level zero. (b) The same as (a), but the peak height was varied from A= 10
to 2/3 in steps of 2/3
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graphically in the lower part of Fig. 2(a). In the figure, the parts having level one are relevant
for building the calibration model for the thickness extraction (informative), whereas the
parts having level zero are not relevant (uninformative). The independent variables around
the overlapped peak region in the waveforms were retained as informative variables. The
number of retained variables with the USE-UVE-PLS1 method was the same as that with the
UVE-PLS1 method. This means that no sample was eliminated in the USE-UVE-PLS1
method for this case. The prediction procedure, therefore, worked well even for the case of
the UVE-PLS1 method.

The results of applying the methods to the dataset shown in Fig. 2(b) are summarized in
Table 1(b). In this case, prediction errors and RMSEP values lower than those obtained in
the previous case. The reason is that two kinds of information, peak height and peak
position, were effectively used to build the calibration model. The number of retained
independent informative variables used to build each calibration model is also shown in
the lower part of Fig. 2(b). In general, the RMSEP value increased with decreasing degree of
overlap of the calibration waveforms.

In summary, we found that the proposed scheme worked quite well for datasets with
Gaussian waveforms.

3.2 Synthesized THz Waveforms

Next, we carried out numerical simulations by using synthesized THz waveforms. We made
a calibration dataset, E(t), from a reference waveform, Er(t), according to the equation E(t)=
Er(t)+ΔEr(t+Δt), where Er(t) is a TD-THz pulse in free space. We used the actually measured
waveform, Er(t), reflected from bare aluminum metal. To generate the synthesized THz
waveforms, we set α = 1 and varied Δt from 0.0125 to 0.5 ps in steps of 0.0125 ps. The
reference values of the thicknesses, d, of the paint films were calculated from the equation
d= cΔt/(2ng), with ng = 1.66. For each synthesized waveform, we superimposed 1.0%
uniformly distributed noise. Figure 3 shows the synthesized waveforms together with the
waveform of Er(t), where M = 3,960. For the sake of clarity, we show only three waveforms
(i = 13, 28, and 40) listed in Table 2. The synthesized waveforms were severely overlapped

Fig. 3 Numerically synthesized THz waveforms (see text). For the sake of clarity, we show only three
waveforms (i =13, 28, and 40, listed in Table 2) and the reference waveform Er(t). In the lower part of the
figure, informative variables are shown as level one
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in time when d < 20 μm. Predicted values of bdi for the i-th sample and RMSEP values
obtained from the PLS1, UVE-PLS1, and USE-UVE-PLS1 methods are listed in Table 2 for
i = 1, 3, 6,. . . . , 37, and 40. In the lower part of Fig. 3, informative independent variables are
shown. In spite of the high degree of overlapping of the waveforms, a film thickness of less
than 10 μm could be predicted with a prediction error Δdi < 2 μm. In this numerical
simulation, the error might be due to the artificially added noise.

4 Experimental Results and Discussion

4.1 Dry Paint Film

We prepared twelve calibration samples (N = 12) with different thicknesses. The samples
were oil-based, acrylic, black dry paint films deposited on aluminum substrates. The
experimental setup was the same as that described in the previous paper [6, 12], where
typical THz time-of-flight measurement in a reflection geometry was used. The group
refractive index of the film in the THz wavelength region was ng = 1.66, which was obtained

Fig. 4 Calibration waveforms obtained from various thickness of oil-based, acrylic, black paint films on an
aluminum substrate, where N = 12 and M = 900. In the lower part of the figure, informative variables are
shown as level one

Table 3 Predicted values of di for the i-th sample di, RMSEP values, and the number of retained variables for
the PLS1, UVE-PLS1, and USE-UVE-PLS1 methods. The calibration dataset (N = 12 andM = 900) is shown
in Fig. 4

Sample
number i

1 2 3 4 5 6 7 8 9 10 11 12 RMSEP Number of
retained
variables

di (μm) 6.5 6.8 9.4 11.0 12.2 14.3 15.2 15.5 18.2 18.9 21.0 21.2

PLS1 5.6 8.9 9.0 10.2 11.9 12.9 14.4 14.1 17.8 20.1 22.3 20.4 1.11 900

UVE-PLS1 6.6 9.3 8.8 10.3 12.2 14.1 14.1 14.5 18.4 19.9 21.7 20.4 0.99 134

UVE-USE-
PLS1

7.3 - 9.7 11.0 12.6 14.6 14.3 14.4 17.6 19.3 21.4 20.3 0.71 588
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Fig. 5 Rescaled and
reconstructed THz waveforms
obtained from a wet paint film for
eight elapsed times from 0 to 8
minutes with a step interval of one
minute after painting. In the lower
part of the figure, informative
variables are shown as level one
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from the literature [6, 12]. The reference thickness values of the paint films were obtained
using an eddy-current meter. The precision of the thickness measurements at 20 μm was
around 3.0 % according to the manufacturer’s data sheet. The relative standard deviation of
repetitive measurements of the same film was about 10 %. The relatively large deviation
might be due to the spatial non-uniformity of the film thickness.

The upper part of Fig. 4 shows the twelve THz waveforms used as the calibration dataset

(M = 900). Table 3 summarizes predicted values of bdi and RMSEP values obtained from the
PLS1, UVE-PLS1, and USE-UVE-PLS1 methods. With the USE-UVE-PLS1 method,
sample #2 was eliminated as uninformative, resulting in a smaller value of RMSEP. From
this experimental result, the USE-UVE-PLS1 method produced a better calibration model
than the UVE-PLS1 or PLS1 method. For reference, we show informative variables in the
lower part of Fig. 4. Thus, the USE-UVE-PLS1 method enables us to predict the film
thickness with a prediction error of Δdi < 0.9 μm for di < 20 μm.

Next, we measured the thickness of a white polyester resin paint film on a galvanized
steel substrate, which is used as a pre-painted steel sheet in many steel products. We
prepared fifteen calibration samples (N = 15 and M = 900) whose thickness were from 2.5

to 18.0 μm (waveforms not shown). Table 4 summarizes predicted values of bdi for the i-th
sample and RMSEP values obtained from the PLS1, UVE-PLS1, and USE-UVE-PLS1
methods. The USE-UVE-PLS1 method gave a relative prediction error of around 10 %,
except for d1 = 2.5 μm, whose prediction error was the lower detection limit in this case.

4.2 Wet Paint Film

One of the advantages of the THz paint meter over the conventional one is the ability to
monitor the drying process of a wet film. Such an ability was already confirmed in the
previous paper by using a parameter fitting method [12]. In the present paper, in order to
demonstrate the usefulness of the proposed scheme, we applied a modified PLS1 method to
the same dataset (Fig. 8 in Ref. 12). The THz waveforms corresponding to elapsed time from
0 to 8 minutes with a step interval of one minute after painting (0 min) are shown in Fig. 5,
where M = 5,000. As reference thickness values for building the calibration model, we
directly used estimated values of di obtained from the fitting method (Table II in Ref. 13).

The predicted values of bdi for the i-th sample obtained by the proposed method are
summarized in Table 5. As was discussed in the previous paper [12], we found that the
thickness of the film reduced with the elapsed time. From this we can judge whether the
paint is dried, although the change in refractive index (and absorption coefficient) during the
drying must affect the obtained thicknesses. The informative variables are shown in the

Table 5 Predicted values of di for the i-th sample di, RMSEP values, and the number of retained variables for
the PLS1, UVE-PLS1, and USE-UVE-PLS1 methods. The calibration dataset (N = 9 andM = 5,000) is shown
in Fig. 5

Sample number i 1 2 3 4 5 6 7 8 9 RMSEP Number of
retained variables

Elapsed time (min) 0 1 2 3 4 5 6 7 8

di (μm) 143 115 98.0 88.0 83.0 79.0 78.0 77.0 75.0

PLS1 120 112 99.0 87.8 80.9 84.0 77.2 75.9 78.6 8.12 5,000

UVE-PLS1 128 114 99.2 87.5 80.8 82.5 77.1 75.9 78.8 5.34 2,298

UVE-USE-PLS1 - - 95.7 88.9 83.3 80.2 76.7 76.1 77.1 1.43 444
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lower part of Fig. 5. Again, the USE-UVE-PLS1 method gave the best calibration model for
prediction. In this case, sample #1 and #2 were eliminated as uninformative in building the
model.

In the proposed scheme, a major factor that determines the precision in predicting the
thickness of the film is the uncertainty in detecting the zero-point position of time in the THz
waveforms. The uncertainty is mainly due to the poor reproducibility of the mechanical error
in attaching the sample: which might be around a few micrometers. In such a case, a
systematic error is introduced when building the calibration model. In addition, for thicker
paint films, the leading edge of the first echo pulse appears earlier in time, and the trailing
edge of the second echo pulse appears later, even if the zero position could be determined
precisely. Taking these facts into account, we defined the zero position as a 10%-constant-
fraction point on the leading edge of the first echo pulse. Because only the relative time shift
is important in building the calibration model, this procedure worked well. Another factor
that affects the precision and accuracy in prediction is errors due to the reference thickness
values used for building the calibration model. However, the overall precision and accuracy
in the proposed scheme might be improved if the number of calibration samples is increased,
thanks to employing the multivariate analysis method.

5 Conclusions

We demonstrated that the application of a multivariate analysis method to a dataset obtained
in THz reflectometry is effective for predicting the thickness of a single-layered paint film.
Also, we found that the modified PLS1 method is useful. The prediction procedure worked
well, provided that an accurate calibration model is built in advance, even for a thickness of
less than 10 μm. Although we applied the method to a single-layered film in the present
paper, the proposed scheme is applicable to data obtained from multilayered paint films
merely by increasing the number of the dependent variables.
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